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Abstract—Process technology advances have made multimillion gate track 3

field programmable gate arrays (FPGAs) a reality. A key issue that

needs to be solved in order for the large-scale FPGAs to realize their full
potential lies in the design of their segmentation architectures. Channel track 1
segmentation designs have been studied to some degree in much of the
literature; the previous methods are based on experimental studies, ack 2 X—K X & -OR— cross
stochastic models, or analytical analysis. In this paper, we address a new ..... . “ .
direction for studying segr?]entation }elirchitectures. (p)ur method is based % ® ® QO ® ® ® switch
on graph-theoretic formulation. We first formulate a problem of finding ‘ ‘ ‘ ‘ ‘

the optimal segmentation architecture for two input routing instances and

present a polynomial-time optimal algorithm to solve the problem. Based

on the solution to the problem, we develop an effective and efficient multi- Fig. 1. Row-based FPGA architecture.

level matching-based algorithm for general channel segmentation designs.

Experimental results show that our method significantly outperforms the

previous work. For example, our method achievesiverageimprovements n
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of 18.2% and 8.9% in routability in comparison with other work. n
n, 3
Index Terms—Detailed routing, interconnect, layout, physical design, P S —
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track 1
. INTRODUCTION track 2

Due to their low prototyping cost, user programmability, and short
turnaround time, field programmable gate arrays (FPGAs) have be-
come a very popular design style for application-specific integrated
circuit (ASIC) applications. With the advances in process technology,
multimillion gate FPGAs have become available. A key issue that needs
to be solved for the large-scale FPGAs to realize their full potential lies
in the design of their routing architectures [11]. Fig. 2. Two segmented routing examples. (a) Infeasible one-segment routing

Fig. 1 shows the row-based FPGA architecture [1], [4]. The arctixample. (b) Feasible routing example.
tecture is analogous to the traditional standard-cell model. The logic

modules, used to implement logic function, are placed in parallel len ve high resistance and capacitance and, thus, incur significant
predefined locations and channels are settled between two neighbogﬁ 9 P ! ! Y

rows of logic modules. Each logic module is linked with vertical se o Pays. AstS7OW? r:n th(_e ptrew(;Jusf qukls 'nth] andd[(;], the ”‘t’”.‘bfr:
ments for input and output. A vertical segment can be connected tér?nastegr:i]tien Isfswtl Cr i?\S, Igtsr el‘lﬂjiln othW|rre ?irrllg d Iusein );1 IiPnGeA 'S_I_ €
horizontal segment by programmingess switch(denoted by») to ost critical facto controfiing the routing defay in a - 10

beon. The routing tracks are divided into several segments of differe?i?h'eve better performance, each track should contain fewer horizontal

lengths. Two neighboring segments can be connected together to es] égv%tgrhzz (IrﬁeéhteSChHsc;\s/\(}Jg/gpttrll?: \lx(\:gl?lzr rlgggleargiti\i(izl?t trz:r:]kd cigtszlns
lish alonger connection by programming the incidemtizontal switch 9 ) ' y

(denoted byO) to beon more wire. On the other hand, if a track contains more horizontal
' witches (i.e., each segment has shorter length and each track contains

Unlike the traditional ASIC, the routing resources in an FPGA arg . P
9 more segments), nets can be routed with more flexibility and less waste

prefabricated in the chip and routing in an FPGA is performed bq/ e H thi Id i ; This tradeoff
programming switches to make connections. The switches usu%fé/w're' owever, this would sacriiice performance. 1his tradeott
tween performance and routability presents a segmentation design

problem:How to determine a segmentation distribution to maximize
Manuscript received May 28, 1999; revised July 21, 2000. The work of Y.-ihe routability under performance constraints?
Chang and J.-M. Lin was supported in part by the National Science Council ofExample 1: Fig. 2 shows a set of three nets, n2, andns to be
Taiwan R.O.C. under Grant NSC-87-2215-E-009-041. The work of D. F. Wolguted in two different segmented routing channels, each with two

was supported in part by the Texas Advanced Research Program under : - . -
003658288. This paper was presented in part at the International Confer%ﬁac'i;&ks' Each horizontal swiich partitions a track into two segments.

on Computer-Aided Design, San Jose, CA, November 1998. This paper W&y €xample, in Fig. 2(a), track 1 consists of two segments (1, 2) and
recommended by Associate Editor M. Pedram. (3, 8) separated by the horizontal switch located between columns 2
Y.-W. Chang and J.-M. Lin are with the Department of Computer and Infomnd 3. If each net can use at most one segment for routing, then nets
?‘at'or_‘l Sc'err‘fev N@";‘“_O”a' Ch'zo T“”Q,Ug"ggg Hsinchu 300, ')ralwan, R.O.fy, ns, andns can not be routed simultaneously using the segmented
e-mail: ywchang@cis.nctu.edu.tw; gis 7 cis.nctu.edu.tw). . . . . .
M. D. F. Wong is with the Department of Computer Sciences, University &hannel shown in Fig. 2(a); however, they can be routed if each net is
Texas, Austin, TX 78712 USA (e-mail: wong@cs.utexas.edu). allowed to use up to two segments. On the other hand, the three nets

Publisher Item Identifier S 0278-0070(01)03540-0. are always routable on the segmented channel shown in Fig. 2(b). This

track 1
track 2

0278-0070/01$10.00 © 2001 IEEE

www.manaraa.com



IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 20, NO. 6, JUNE 2001 785

example shows that segmentation designs could deeply influence thin this paper, we use the following notations.

routability of an FPGA. L Length of a channel, measured in the number of columns. We
Rose and Hill [11] emphasized that segmentation distribution would number the columns from 1 tb + 1.

become a key challenge in large-scale FPGA design. They pointed our Number of tracks in the channel (area constraint).

that physical design for a large-scale FPGA would be difficult becausey Maximum number of segments allowed for routing a single

the routing delays and resource utilization could not be handled well net (timing constraint).

and, thus, .|t is hard to reallz.e the full potential of a Iargg-scale FPGA. Number of channel routing instances.
A well-designed segmentation can reduce not only routing delays, but Number of nets in each routing instance

also waste of wire lengths. Therefore, the segmentation design problerﬁ' u ' i uting ! - ) ]

will become even more important when the age of multimillion gates FOr the channel segmentation, each net is&rval, which can be

is coming. characterized by its leftmost and rightmost points. The leftmost and

Channel segmentation designs have been studied to some deg%m%t points of net are represented Hyft; andright;, respec-

in much of the literature [5], [8], [10], [12], [13]. El Gamat al. Ively. '!'hespanof net (interval)i is from left,; to right,, denoted by

[5] showed that with appropriate arrangement of segment lengtH§tti» right;]. One nebverlapsanother if the spans of the two nets in-

a segmented routing channel can achieve comparable routabifjSect: A segmembversa net (interval) if the span of the net s within

to a freely customized routing channel (e.g., the routing channtgle_ bound of the segment.A%bfsegments coyersaroutlnglnstance

in a standard cell). For the channel segmentation design problehfi-€-» @ setof nets) if for each nein 7, there exists a segmenin S

Roy and Mehendale [12] first presented a stochastic method whifit covers and no two nets are covered by the same segment. We use

approximates a given segment length distribution. Zhu and Wong [13] 0 model the timing bound for all nets. For thé-segment routing

presented an algorithm for the channel segmentation design probf@a§h netcan use up 10 segments. Fok™ = 1, anetcan be routedon

based also on a stochastic analysis. Given a distribution of n8tSegmentas long as the segment covers the net. When one segment is

and routing requirements, they computed the number of segmen?é&'gned to a net, thg segment |s_ occupied and not allowed to be used

tracks of various types required for maximum routability. Pedraf@’ @ny other net. It is clear that if two nets overlap, they cannot be

et al. [10] presented an analytical model for the design and analy&Ruted to the same track. Féf > 2, each net can use multiple seg-

of effective segmented channel architectures . In their approa8¢nts Py programming corresponding horizontal switches to connect

the probability density functions for the origination points and thi1® Segments. However, like one-segmentrouting, each segment cannot

lengths of connections were defined. Based on these functions, th§2ccupied by more than one net at a time. -

estimated the track number of each type and analyzed the routabilit he channel segmentation design problem is formulated as follows.

of designed segmented channels. Recently, Mak and Wong [8]1) Channel Segmentation Design Proble@ivenL,T', I, m, and

enumerated the routing patterns for each net and compared the =, design a channel segmentation to maximize the success rate

number of tracks required in a channel to accommodate the largest for K'-segment routing.

number of patterns to provide high routability and good delagor a fixed X', we refer to the problem as tHgé-segmentation design

performance for channel segmentation. problem WhenK > 2, itis also called thenultisegmentation design
Unlike the previous methods that are based on experimental studjgsblem.

stochastic models, or analytical analysis, we present in this paper alote that our formulation is, in fact, more general than most of the

new direction for studying segmentation architectures for row-basgekvious work. Most previous work considers only some well-defined

FPGAs. Our method is based on graph-theoretic formulation. We fifsét distribution functions (e.g., geometric and Poisson distributions,

formulate a net matching problem of finding the optimal segmentatc.). Ours, however, can not only handle well-defined distributions,

tion architecture for two input routing instances and present a polyut can also deal with arbitrary routing instances.

nomial-time algorithm to solve the problem. Using the solution to the

problem as a subroutine, we develop an effective and efficient multi-

level matching-based algorithm for general channel segmentation de- IIl. CHANNEL SEGMENTATION DESIGN

signs. Experimental results show that our method significantly outper-yye first describe the motivation and framework for our channel seg-

forms the previous work. For example, our method achieves averagentation design. Our objective is to construct a segmentation architec-

improvements of 8.9% and 18.2% in routability, compared with [8]e that can accommodate different routing instances in various distri-

and [13], respectively. (Note that the most recent work [8] reports thgtion, To capture the patterns of these input routing instances, we pro-

best results among the previous work.) _ pose a matching-based algorithm to merge routing instances together
The remainder of this paper is organized as follows. Section Il fof5 generate a super routing instance. Since the intervals in the super

mulates the segmentation design problem. Section Ill presents oungsting instance can accommodate those in each routing instance, a

gorithms for channel segmentation design. Experimental results aredggmentation architecture based on the intervals in the super routing

ported in Section IV. Finally, we conclude our paper and discuss futytance would lead to good routing success rate for all input routing
research directions in Section V. instances.

More specifically, givenn sets of routing instances, each with
nets (intervals); = 1,....m, designing a segmentation to maxi-
mize the success rate for one-segment routing is closely related to con-

The channel segmentation design problem arising from the rostructing a se$ of segments that can cover each ofithsets of routing
based FPGA architecture is to determine a channel segmentationimstances (one set at a time). It is not difficult to see that using such set
chitecture to achieve “best” routability under some given constraingsof segments for one-segment routing would result in 100% routing
(e.g., area and timing constraints). By “best” routability, we mean thebmpletion. However, there is usually a limitation on the number of
thersegmentationrarchitecturercanraccommodate as many routingtiaeksT in a routing channel. Therefore, it is not always possible to
stances as possible. Here, a routing instance consists of a set of netsdastruct a channel formed by all the segmentS.iNevertheless, the
routing, which may correspond to routes in a real circuit design or netstS of segments still gives a key insight into the optimal segmentation
generated from some particular net distribution function. architecture for the given routing instances.

Il. PROBLEM FORMULATION
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Since S gives the optimal segmentation architecture, our goal is Columns
1 2 3 4 5 6 7 8 9 10

to construct a segmentation structure as clos§ #s possible. Our .

. . . . i i
method is based on graph-theoretic formulation. We first formulate a 1 2
net matching problem to obtain raost economicaset of segments
that can cover each of two input routing instances. Based on the
weighted bipartite matching theory, we present a polynomial-time 1 2.3 4 5 6 7 8 9 10
optimal algorithm to solve the net matching problem. Using the /1 .

solution to the problem as a subroutine, we then develop an effective ) j3
bottom-up matching-based algorithm for the segmentation design for
an arbitrary number of input routing instances. We shall first discuss
the net matching problem.

13 14

[1,3]
A. Net Matching Problem Vil 4]
1 U
The net matching problem hopes to find a set of intervals to cover
each of two sets of intervals with least length; in other words, if we can 15.9]
optimally solve the net matching problem, we can use it to generate a v, [2, 6]
set of segments with least length for complete routing for each of two
routing instances. (3,71
Let I be a finite set of intervals (nets). Lat = [lefty, right,] and V5[5, 10]
i» = [lefto, right,] be two overlapping intervals. It is obvious that |
their overlapping length, denoted bien(i;, i), can be computed as [8, 10]
follows: (b)
olen(ii,i2) = min{right,, right,} — max{left(,left2}. (1) ! 2[ 3456 7[ 8 9 10 Iy= Merge(z:l, j:l)
‘ 1 2 5= Merge(i, )
We defineMerge(i, i2) as the interval = [left, right], whereleft = 7 7 I3= Merge(3 .J,)
min{left,,left; } andright = max{right,, right, }.Itis clear thatthe 3 4 ly=i,
length of intervali, denoted byen(i), is given byright — left and the )

total length of all intervals if, Length(I) is given by}, ., len(i). Fig. 3. Matching and merging example. (a) Two sets of nets. (b)
Let I and J be two finite sets of intervals. Aiet matchingM  Corresponding weighted bipartite graph. (c) Matching result for the two
betweenl and.J is a set of ordered pairs of intersecting intervalsets of nets.
(2'1,_)’1),(2’2,‘]‘2)7...,(ik,jk), where A = {i],ig,...,ik} and
B = {j1,J2,-..,Jr} are two sets of distinct intervals frofand.7,
respectively. We can replaée andj; by Merge(i1, j1), replacei,
andj» by Merge(iz, j2), . .., and replace; andj; by Merge(ig, ji ).
After the replacement, the set of intervdld J is represented as
follows:

sponding intervals. By merging intervals with greatest similarity, we
can obtain a most economical (i.e., minimum total length) set of seg-
ments that covers each of two input interval sets.

A matching of agraph H = (V, E) is a subset of the edges
with the property that no two edgesﬁﬁ‘ share the same vertex. Edges
Union(1,J) = (I — A) U (J — B) U {Merge(i1, j1), in M are/calledmatchededges; otherwise, they_ atmmz_;\tchedL_et _

i o ‘ R Matched(I, J) be the set of the matched edges in a weighted bipartite
Merge(iz, j2). ... Merge(ix. ji) }- ) matching on the graph induced by the finite se@nd.J of intervals

. . . andWeight(F), ' C FE be the total weight of the edges in. We
The net matching problem is described as follows. have the following lemma and theorem.

1) Net Matching ProblemGiven two finite setd and.J of intervals Lemma 1: Length(Union(1,.J)) = Length(I) 4+ Length(.J) —
(nets), find a matching/ such thatLength(Union(1,.J)) is Weight(Matched(1,.J)).
minimized. Proof: By (2), Union(I,J) = (I — A) U (J — B) U
Based on the weighted bipartite matching theory, we present a pofyiferge(is , j1 ), Merge(iz, j2), . . ., Merge(ix, jx)}, we have
nomial-time optimal algorithm for the net matching problem. We re-
duce the problem to computing the maximum matching in a weighted

. . . . . . o T 1
bipartite graph. Given two finite sefsand./ of intervals, we construct Length(Union(Z, J))

a weighted bipartite grapfi = (U, V, F) as follows. (See Fig. 3 for = Length((1 — A) U (J — B) U {Merge(i1, j1),
an illustration.) For each intervain I (j in J), we introduce a vertex Merge(iz, j2), ..., Merge(ix, jx)})
u;(v;) in the set/ (V') of vertices. For each pair of overlapping inter- = Length(I) — Length(A) + Length(J) — Length(B)
valsp, ¢,p € I andg € J, connect:, tov, by an edge,, = (u,,v,) ’, - S
with a weight computed by the weight function: £ — Z* defined + Length(Merge(i1, j1) + Merge(iz, j2)
as follows: + oo+ Merge(ix, jr))

] = Length(I) + Length(J) — Length(A) — Length(B)

a(epg) = min{right,, right, } — max{left,, left, }. (3) % °
. : — . _ + > Length(Merge(ip, jp))
Then, we can apply a maximum weighted bipartite matching algorithm o=l
[9] on G to solve the net matching problem optimally. = Length(I) + Length(JJ) — Length(4) — Length(B)
Note thata(e,,) gives the overlap length between intervaland &

¢. Intuitively, this weight function measures the “similarity” between + Z(lcn(ip) +Ien(jp) — olen(ip, j,))

two intervals—the greater the weight, the more similar the two corre- o
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= Length(I) + Length(.J) — Length(A) — Length(B) iteration k O
k k k . .
+ Zlen(ip) + Zlen(jp) - Zolen(z’,,,jp) . . result ( )
p=1 p=1 p=1 . *

= Length(I) + Length(.J) — Length(A) — Length(B)

+ Length(A) + Length(B) — Weight(Matched(I, J)) iteration 2
= Length(I) + Length(.J) — Weight(Matched(I, J)). iteration 1 . ;

_ o _ _ u R™> R, R, R, R, R, R, R, Ru_, Rm
Theorem 1: The maximum bipartite weighted matching algorithm
optimally solves the net matching problemah (n; + n2)?) time, routing instance merged routing instance

wheren andn» are the numbers of nets in the two input sets.

Proof: Consider two finite setsI; and I, of intervals Fig. 4. Matching process.
with n; and ny nets, respectively. We apply the maximum
weighted bipartite matching algorithm to merge these two sets
of nets. According to Lemma 1, the total interval length of The matching and merging stage proceeds in a tree-like bottom-up
the resulting merged setlength(Union(I;,I2)), is given by manner. (The whole matching and merging process is illustrated in
Length(l1) + Length(lz) — Weight(Matched(Iy,I2)). Since Fig. 4.) Givenm routing instances?:, Ro, ..., R.., each with re-
Length(I,) andLength(l>) are fixed,Length(Union (I, I2)) has spectiven,ns, ..., n,, nets, we apply the aforementioned weighted
the minimum value wheMVeight(Matched([1, I2)) is maximized. bipartite matching algorithm to merge; and R», Rs; and R4, and
The weighted bipartite matching algorithm guarantees to find suéh andRs, . ... (See the procedufdatch_and Merge( ) in Lines 5
a maximum value and, thus, the net matching problem is optimatiyd 8 of Fig. 6.) Ifm is odd, thenR,, remains unmerged. After the
solved. The time complexity of the maximum weighted bipartitenerge, the number of resulting instances reducgsit?]. Then, the
matching algorithm i€)((n1 + n2)”) [9]. The theorem thus follows. same merging process repeats for the fiew2] routing instances.

Example 2: Fig. 3(a) shows two set§ = {ii,is,73,i4} and The process proceeds level by level in a bottom-up manner until a final
J = {j1.j2.js} of intervals (nets). The induced weighted biparmerged routing instance is obtained (see Fig. 4).
tite graph is given in Fig. 3(b). The span of net[left,,right,] Let I be the set of the intervals in the final merged routing instance.

is shown next to its corresponding vertex. The weight for eadNe have the following theorem.

edge is computed by the functionn and shown beside the Theorem 2: Ir coversR;,Vi,1 <i < m.

edge. The maximum weighted bipartite matchidd between Proof: LetI,; be the resulting set of intervals for matching and
U = {u1,uz,u3,us} andV = {vy, vz, v3} is illustrated in Fig. 3(b) merging two routing instanceB; and R in Iteration 1 (see Fig. 4).
by heavy lines. In this exampléf = {(u1,v1), (u2,v3),(us,v2)}.  Suppos€ii,...,ip} ({j1,...,j,}) areintervalsink; (R ). Without

Note thatus is unmatched. Fig. 3(c) shows the resulting conloss of generality, let; andj,, iz andjs, ..., ix, andjz be matched in-
figuration of replacingi; and j; by Merge(ii,j1), iz and tervalsk < pandk < q.LetA = {i1,...,ir}andB = {ji,...,ji}-
js by Merge(iz,j3), and iz and j, by Merge(is,jz2). Let It is obvious thatii,....ix (j1,...,j%x) can be covered by
Iy = Merge(i1,j1).la = Merge(iz,js),ls = Merge(is,j2), Merge(it,j1),--.,Merge(ir,ji), respectively. Ife < p (k < ¢), for
andl, = 1i4. After the replacement, the set of intervalsu J eachinterval ifixt+1,...,ip} ({je+1,---54q}), it can be covered by
becomesUnion(I,J) = {l1,12,13,14}. The reader can verify that itselfin Ry — A (R> — B). By (2), we havely; = Union(R;, R2) =
Length(Union(I,J)) = len(ly) 4 len(l2) + len(l3) + len(la) = (R; — A) U (R2 — B) U {Merge(i1,j1),--., Merge(ir, jr)}. Thus,
34+5+ 5+ 2 = 15 is the minimum possible total union it is obvious that every intervalin R; (j in R2) can be covered by
length for merging/ and J. (Note thatLength(Union(I,.J)) = some intervals in/1; and no two intervals in?; (R>) are covered
Length(I) + Length(J) — Weight(Matched([,.J)) = by the same segment. Alsd?; and R4, Rs and Rs,... can be
(24444+2)+3+44+5)—(24+4+3)=15). covered by, I13,..., respectively. Similarly, letls1, I>2, ... be

the matching-and-merging results bfi and iz, , i3 andl4,....
Then,I;; and Iz, I;3 andI4,... can be covered by, Iz, ...,
respectively. This process continues as the matching-and-merging
Our design algorithm consists of three stages: 1) the matching-asthge proceeds. It is obvious thf, vi,1 < i < m can be covered

B. Segmentation Design Algorithm

merging stage; 2) the tuning stage; and 3) the filling stage. In thy I++. The theorem thus follows. ]
matching-and-merging stage, we repeatedly apply the aforementioneBy Theorem 2, using a sét of segments coveriny. for one-seg-
weighted bipartite matching algorithm to merge input routing inment routing can route all routing instandes, R-, . .., R... As men-

stances and find a sétof intervals that can cover each of the inputioned earlier, however, there is usually a limitation on the number of
routing instances. In the tuning stage, we find a Bebf intervals tracksT in a routing channel. Therefore, it is not always possible to
from I, I' C I, which can be packed (routed) info tracks. In the construct a channel formed by all the segments.in
filling stage, we determine the switch locations on the tracks and fill In the tuning and the filling stages, we construct a segmentation of
the empty space between each pair of intervals irfthkacks to form T tracks from the final merged routing instanke. First, we apply the
a set of segments. basic left-edge algorithm [7] to route the intervaldin. (See the pro-
Since the net matching problem guarantees to find a set of inteedureRoute_by_Left_Edge( ) in Line 11 of Fig. 6.) We then sort the
vals with least length to cover each of two routing instances, the lengtsulting tracks in the nonincreasing order of their total lengths occu-
ofresultingrintervalstby repeatedlyrapplyingrthis approach to mergéd by the intervals. The firet tracks are chosen for further construc-
all routing instances would be smaller than total intervals of routirtipn and the tuning stage is done. (See the proce@ure_Track( )
instances and it is more feasible to build segmentation for compléteLine 12 of Fig. 6.) After the tuning stage, it may contain an empty
routing from resulting intervals than total interval of routing instancespace between a pair of intervals. In the filling stage, we determine
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{ | | | 1 | | | |
{ I 1 1 ] T 1

T T 1
o 1 2 3 x o x+l n—-2 n-1 n n+l

length 1 ., te,
length 2 e, T
length x .
length n—x

Fig. 5. Routable configurations for the segmented track.

Algorithm: Seg_Designer Therefore, the number of combinations of nets that can be covered by

Input: m—Number of routing instances; ie i i
Rlm]— R[] is the i.th routig instance, 1 < i < m; the segmented track is given by the following functibn

T —Maximum number of tracks in the channel.

Output: S—The designed segmentation. Lz)=(z+(z—-1)+-+1)

Stage 1: Matching and Merging X((n—z)+(n—2—-1)+-+1)

1 iteration « flog,m]; z(zx+1) (n—az)(n—a+1)

2 for i + 1 to iteration do =

3 if (m is even) 2 2

4 for j + 1 to m/2 do 2t —2na® 4+ (0P —n -2+ +n)z
5 R[j] « Match_and_Merge(R[27 — 1], R[25]): = y .
6 else 4

7 for j « 1 to |m/2] do

8 RIj] « Match_and Merge(R[2j — 1], R[2j]): L(x) has the extreme values &5 x) = 0, = > 0. We have
9 R[j + 1] « Rlm;

10 m+— [m/2];

Stage 2: Tuning L'(.?:) =d2® — 602’ + 2(772 —n—Lax+n(n+1)=0

11 Track[t] < Route_by Left Edge(R[1]); = (22 — n)(?xz —2nx—(n+1)=0
12 Track[T] + Tune_Tracks(Tracklt)):

Stage 3: Filling = x=n/2.

13 S « Fill Space(Track|T]);

14 return S.

To see thatl.(x) has the maximum value as = »/2, we compute

"
Fig. 6. Algorithm for segmentation design. L"(n/2)

L'(z) =122 — 12na 4+ 2(n” — n — 1)

L (%) =12 (%)2 — 12n (%) +2(n° —n—1)

the switch location to fill each empty space to construct a set of seg- 32 —6nZ+2nr—2m—2

ments. In particular, we intend to optimize not only the routability for — 2 _9m_9
the given routing instances (done in the matching-and-merging stage), 9

i i =—n+1)"-1
but also that for unknown instances. We apply the following theorem (n
in the filling stage to guide the placement of horizontal switches to fur- < 0.

ther optimize the routability for the unknown ones.
Theorem 3: For one-segment routing, a two-segment routing tradience,L(x) has the maximum value whan= n/2.
can cover the maximum number of net patterns when the two segment$herefore, a two-segment routing track can cover the maximum
are of equal length (i.e., the switch is placed in the middle of the twaumber of nets when the two segments have equal lengths (switch is
segments). placed in the middle of track) for one-segment routing. [ |
Proof: Consider atrack of length+ 1 (see Fig. 5). The column By Theorem 3, if there are only two intervals on a track that is sep-
numbers range from 0 to+ 1. Each net under the track can be routedrated by empty space, we would better place a horizontal switch on
on the segmented track. Suppose the switch is placed between Coluthagposition that makes the two resulting segments most balanced in
x andx + 1. For one-segment routing, the segment on the left side l@ngth. However, the number of intervals in a track is usually larger than
the switch can cover nets of length 1z — 1 nets of lengti2, ..., two. We therefore process each pair of neighboring intervals serially
or 1 net of lengthc. Similarly, the segment on the right side of thefrom left to right according to Theorem 3. The procedure Biflac¢ )
switchrcanrcoverm=rzrnetsrofilengthnlzzn=2z7=- 1 nets of length listed in Line 15 of Fig. 6 finds a better position for placing a horizontal
2,..., or 1 net of length: — =. Therefore, the segmented track carswitch in the empty space, if any, between every two neighboring in-
cover allz + (x — 1) + - - - + 1 nets on the left side of the switch andtervals. The whole segmentation design algorithm is summarized in
(n—x)+ (n—x— 1)+ -+ 1 nets on the right side of the switch. Fig. 6.
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iteration gl TABLE |
. . & A ONE-SEGMENT ROUTING RESULTS(L = 100,T = 36,D =12, K =1)
iteration[Igml -1
’ 3 o [13] Ours
R n s e e e e e e
. . O(;Z ) ) ﬁgn,;l dT (]T/T dT {1T/T
iteration 2 O(n”) D, (1,1,1,1,1) 24 | 0.67 | 31 | 0.86
iteration 1 A Dy (.1,.3,.5,.8,1) 32 0.89 34 0.94
Ds (1, 8,5, 3 1) | 23 | 064 | 28 | 0.78
........ @) v Dy (1, .5,.3,.1,0) 26 0.72 27 0.75
D, (1,5 3,5 1) | 20 | 056 | 30 | 0.83
m Dy (2,515 2 | 29 | 081 | 33 | 0.02
D- (1,2, 1,0,00 | 22 [ 061 | 27 | 0.75
Fig. 7. Time complexity of matching-and-merging process. Ge Y= 0 95 21 | 058 | 28 | 0.78
No "= 35 a? =100 | 25 0.70 31 0.86
Po Ne ’*/1‘, A=200] 20 0.56 31 0.86
Theorem 4: Algorithm SegDesigner runs i) (m>»*) time, where average 242 | 0.674 [ 30.0 | 0.833

m is the number of input routing instances amds the maximum
number of nets in a routing instance.

Proof: Givenm input routing instances, each with at mastets
by Theorem 1, we nee®(n?) time to merge two routing instances

TABLE 11
TWO-SEGMENT ROUTING RESULTS (L = 100,7 = 36,D =12, K = 2)

in lteration 1 using the maximum weighted bipartite matching algo- 120] [13] Ours
rithm. (See Fig. 7 for the outline of the matching-and-merging process dr [dr/T | dr [dr/T
of our method.) In the worst case, if nets in two routing instances do Dy ;1,451 29 | 081 | 33 | 092
not match at all, the newly generated routing instance will coritain Dy 25, 8, 1) | 34 | 094 | 35 | 0.97
nets after Iteration 1. Then, it need¥ (2n)*) time to solve the net Ds 5,3, 1) ?8 0.78 32 0.89
. . . . S A D, 3,.1,0) | 26 | 0.72 | 32 | 0.89
matching problem in the next iteration. Similarly, a routing instance . 350 = T075 35 009
has at mosg™# ™1~ ' nets after Iteratiorflgm] — 1 and it needs D 515 ) 33 00 35 007
O((2"=™1-1)") time to solve the net matching problem in the final D, 2, 1,000 | 22 | 061 | 28 | 0.8
iteration. Therefore, the time complexify(m, n) of the algorithm is Ge y = 25 | 0.70 | 30 | 0.83
given by No 5,07 =100 | 32 | 0.89 | 33 | 0.92
Po Ne ’*/1' A=200}| 30 | 0.83 | 32 | 0.89
average 28.6 | 0.795 | 32.3 | 0.889
T(m,n)
<[5 ]ow’ ok . o an
2 2K — 1into K segments. Specifically, we can partition an interval of
i [%] O((2n)*) +---+ 0 <(2 Mg nﬂfln)?’) length? into at most[//2] segments.
_0 GQ] n? 4 {@1 @) 4+ (erg, m'\—ln>3> IV. EXPERIMENTAL RESULTS
2 . 4 We implemented our segmentation design algorithms in the C++
-0 <7"” +2omnd 4 ... 42308 m]—l)n?) programming language on a personal computer with a Pentium 166
microprocessor and 32-MB random access memory. The weighted bi-
% (4's™ — 1) partite matching code was adopted from the public LEDA package. The
=0 T routability of the architectures designed by our algorithms was tested
5 using the one-segment and the multisegment routing algorithms by Zhu
-0 <m“ (4™ _ 1)> et al.[13]. In addition to the notation mentioned in Section Il, the fol-
6 lowing notation is also needed to explain our experimental procedures.
-0 <mn3 (m? — 1)> D Maximum number of net terminals at a column.
o 6 f(I) Probability that a net is of length
m3nd n® The input routing instances were generated by the programs used
=0 < 6 & ) in [8] and [13]. The first set of ten routing instances is based on the
3 3 parameterd = 100,7 = 36, andD = 12, which are close to the row-
=0 (m°n). ®  based architectures used by Actel FPGAs [1]. Distributihsi =

1,2,...,7 are defined as follows. If (1) = (p1,p2, ps,pa,ps), then
By Theorem 4, the time complexity of our algorithm is given bythe probability that a net has length betw@e(j — 1)L and0.2j L is
O(m*n®), wherem is the number of input routing instances amd equal top; /> <nes Pk “Ge,”“No,” and “Po” are geometric, normal,
is the maximum number of nets in an input routing instance. Note thatd Poisson distributions, respectively. For each net distribution, 300
empirically the number of resulting intervals per routing instance growsuting instances were generated.
only linearly as the matching and merging process proceeds, instead dfhe ratio of routing success was measured byttineshold density

exponentially (in logarithmic steps, 2n., 4n, ...,2"*™1n) as shown dr defined in [13].dr means threshold for the largest channel den-
in the theoretic analysis (see Fig. 7). This will be clear when we shaities in one distribution such that larger than 90% routing instances
the empirical results in Section IV. in the distribution with channel densitd;- can be successfully routed.

Fori=segmentation'desigik">12)palllwemneed to do is to split Obviously, a larger/+ is more better.
each segment int&” sections of equal length right after the aforemen- Tables | and Il list the respective comparisons for one- and two-seg-
tioned procedures. However, since the minimum length of a segmement routing between our designs and those in &hal. [13] based
isioneg, it is impossible to partition an‘interval of length smaller thaon the parameters = 100, T = 36, andD = 36, which were used
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TABLE 11l TABLE V
TwWO-SEGMENT ROUTING RESULTS(L = 20,7 = 18,D = 6, K = 2). ROUTABILITY COMPARISONS OFMERGING ROUTING INSTANCES WITH
DIFFERENT PAIRINGS FOR TWO-SEGMENT ROUTING
0 [13] 18] Ours
dr | dr/T | dr | de/T | dr | dg]T 0 original pairings | different pairings | difference
by (1,1,1,1,1) | 15 | 083 | 17 | 094 | 17 | 0.94 dr | dp/T | dr dr/T
b, | (1,8,5,3 1) | 14 | 078 | 16 | 0.83 | 16 | 0.89 D 32 0.89 33 0.92 L
bs | (1,5,.3, 1,00 | 13 | 072 | 14 | 0.78 | 17 | 0.04 D, 35 0.97 34 0.94 1
bs | (1,5,3, .5,1) | I3 | 0.72 | 16 | 0.89 | 16 | 0.89 D3 32 0.89 31 0.86 1
b, | (2,5,1,5,.2) | 16 | 0.89 | 15 | 0.83 | 17 | 0.94 Dy 30 0.83 26 0.72 4
be | (1,.2,.1,0,0) | 11 | 0.61 | 14 | 0.78 | 17 | 0.94 D;s 32 0.89 32 0.89 0
Ge Yy =07 12 1067 ] 13 | 072 ] 16 | 0.89 Dg 33 0.92 33 0.92 0
No | p=4,02=10 16 | 0.89 15 | 0.83 17 | 0.94 Dy 20 0.56 23 0.64 3
Po [ Me 2/, x=3.0| 13 | 0.72 15 | 0.83 16 | 0.89 Ge Y 30 0.83 26 0.72 4
Avg 13.710.759 | 14.9 [ 0.826 | 16.6 | 0.917 No | p=35,0> =100 | 32 0.89 33 0.92 1
Po [ Me 2/l A =20.0] 31 0.86 32 0.89 1
average 30.7 30.3 1.6
TABLE IV
THREE-SEGMENT ROUTING RESULTS(L = 50,7 = 24,D = 8§, K = 3) average number of nets
1n one mstance
0 [13] 18] Ours
dT dT / T dT dT / T dT dT / T
b | (1,1,1,1,1) | 21 | 0.88 | 22 | 0.92 | 23 | 0.96 200
[ (1, .8,.5,.3,.1) 17 | 0.71 21 0.88 | 24 1.00
by | (1,5, .3,1,0) | 18 | 075 | 21 | 0.88 | 21 | 0.88 180 b7
bs | (1, 5,3, .5,1) | 19 | 0.79 | 22 | 092 | 21 | 0.88 Ge
bs, (.2,.5, 1, .5, .2) 22 1092 | 22 | 092 | 22 | 0.92 160
be | (1,.2,.1,0,0) | 17 | 071 | 20 | 0.83 | 22 | 0.92
Ge ~y = 0.875 20 | 0.83 | 20 | 0.83 | 22 | 0.92 140
No | p=8,02=15 21 0.88 | 20 | 0.83 | 21 0.88 D4 PO
Po | Me /I, A=8.0| 19 | 0.79 19 | 0.79 | 23 | 0.96 120
Avg 19.3 | 0.807 | 20.8 | 0.867 | 22.1 | 0.924
100 b3
D5
186, T=36, B=12, distribution=D1, k=1 80 b1
60 No D6
D2
— 40
— 0 2 4 6 g iteration
- Fig. 9. Average number of nets in one instance at each iteration.
as shown in Table V, there is an average variation of 5% in individual

d’s by using the two pairing schemes. However, the avedagelues

for the ten distributions remain about the same for the two schemes.
The results show that no matter what pairing scheme is applied, our
matching-based approach performs well and the overall routability of

. . . the designs is quite stable across different pairing schemes.
in [13]. The results show that our designs outperform those in [13] byOur design algorithms are quite efficient. The empirical runtimes for

averageof 24% and 12.9% improvements in routability for one- anghe largest set of designg (= 100, T = 36, D = 12, andK = 2)

twg—hsegment r(t)utlng, rgsfpectl\ﬁ:y.t ibuti in 181 whre: 20 T — ranged from 10 s for distributioP, to 78 s for distributionD; (with an

18 edpia)ra_m% ;:‘rs tuse orne t ('js rbu Iorr];j 'E[r](]WTra_ 94 _d average runtime of about 30 s). Although the theoretic analysis gives
»an = 0 for wo-segment desigh antd = o1, 1 = 24, an (m>n®)-time complexity for our algorithm, the empirical runtime

D = 8§ for three-segment design. The results, reported in Tables fli yo ) torm is close taO(m g m) instead ofO(m?). The reason

3vr(1)crikl?:; [g]‘c;vr\:dtk[‘%]ouorurrngézci’;ni'ggg'iz:gga‘;fg?rlfg rg(:/so ;T:Z gfgg/'ooqg that most of the nets in two input routing instances were merged to-
: ’ : ether. Therefore, the number of nets in a merged instance grew only

Improvements in rgutablllty compared V.V'th the work in [13] and th%nearly instead of exponentially. In Fig. 9, the average number of nets
most recent work in [8], respectively. Fig. 8 shows our one-segme

h | tation desian for distributio ina th A 6‘ r routing instance is plotted as a function of the number of iterations
¢ inTgos’:ergTegréalljorl f;'%%d(}z, '_S {' ution using the parameters (in the matching-and-merging stage) for each of the ten distributions

We al ; d . it lore the effect of Vi dI}sted in Table I. The curves in Fig. 9 exhibit the linearity of the empir-
€ aiso periormed experiments 1o explore the etiect of applying Lc'al growth rates for the average number of nets per routing instance.
ferent pairings in the matching-and-merging stage. Table V lists the

results for the two-segment design: In the original experiments, we
used the pairingéR., R>), (Rs, R4), .- . Here, we tested the pairings

(R2, R3), (R4, Rs),. ... Other procedures remain the same. The or- We have presented a new direction for studying FPGA segmenta-
dering of merging sequence may affect the routability of our desigtign design based on the graph-matching formulation. Different from

Fig. 8. Channel segmentation designed by our algorithm= 100,7 =
36,D = 12, K = 1, distributionD,).

V. CONCLUSION
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the previous work that works on some sort of approximation (e.g., to  On Diagnosis and Diagnostic Test Generation for

fit into particular distribution functions) in the beginning, our method Pattern-Dependent Transition Faults
targets at the optimal architecture directly (e.g., thd seaf segments
resulted from the matching-and-merging stage can cover each input Irith Pomeranz and Sudhakar M. Reddy

routing instance for one-segment designs—100% routing success rate

if no area constraln_t). We bel_leve that targeting at the optlme_ll archltec-Abstract_we propose a method of modeling pattern dependence as

ture directly (ours) is thg major factor thét 'eéds to supstantlally pettﬁz{rt of the existing delay fault models without incurring the complexity

performance than working on the approximation (previous work) in thg considering physical effects that cause pattern dependence. We apply

beginning. the method to transition faults. We define the conditions under which
We have shown that the matching-based approach is effective and'we. pattern-dependent transition faults can be said to be distinguished

_ . . - a given test set. We provide experimental results to demonstrate the
ficient for the channel segmentation design. In particular, the approao‘%bgnostic resolutions obtained under the proposed model. We also present

is also very flexible, which makes it a promising alternative to morgynditions for identifying pairs of indistinguishable pattern-dependent
complex segmentation designs. Future work lies in the extensionttansition faults and propose a procedure for generating diagnostic tests
higher order (e.g., two- and three-dimensional) segmentation desigfasdistinguishable pattern-dependent transition faults.
Also, as shown in the experimental results, the pairing of input routingindex Terms—fault diagnosis, pattern-dependent delay defects, transi-
instances in the matching-and-merging stage has some impact ontigiefaults.
quality of the channel segmentation design. To explore the best pairing
scheme, we propose to apply a general weighted graph-matching algo-
rithm to find the minimum cost pairing among given routing instances.
Diagnosis of delay faults is important for identifying and possibly
correcting timing-related errors in the design and manufacturing pro-
cesses of a high-performance chip. Diagnosis of delay faults of various
ACKNOWLEDGMENT types was considered in [1]-[4]. Path delay faults were considered in
] [1] and [4] and gate delay faults were considered in [2]. Delays re-
The authors would like to thank Dr. K. Zhu and Prof. W. K. Makgylting from process variations were considered in [3]. In these works,
for providing packages for segmentation designs and the anonyme@idfay faults are assumed to be independent of the input patterns applied
reviewers for their constructive comments. to the circuit. Thus, if two different tests detect the same fault, faulty
behavior is expected under both tests in the presence of the fault. In
[5]-[7], itwas shown that the delays throughout a circuit may be pattern
dependent. This is because certain signal transitions may be speeded up
or delayed depending on the values of other lines in the circuit. Pattern
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